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Open access and open data for 
Justice

• Open access and open data
– Constitutional principle of publicity
– Rule of Law 
– Public interest
– Transparency/Effectiveness/Monitoring
– Legal knowledge access (e.g., practitioners, researchers)
– AI new applications

• Barriers: 
– Political commitment
– Digital transformation
– Privacy issues
– Market of private publisher
– Technical state of the art



Necessity and proportionality

• «Article 5(1) of modernised
Convention 108 which 
provides: “Data processing 
shall be proportionate in 
relation to the legitimate 
purpose pursued and reflect at 
all stages of the processing a 
fair balance between all 
interests concerned, whether 
public or private, and the rights 
and freedoms at stake” »



Personal data – Art. 4 GDPR

«(1) ‘personal data’ means any information relating to an 
identified or identifiable natural person (‘data 
subject’); an identifiable natural person is one who can 
be identified, directly or indirectly, in particular by 
reference to an identifier such as a name, an 
identification number, location data, an online identifier or 
to one or more factors specific to the physical, 
physiological, genetic, mental, economic, cultural or 
social identity of that natural person; »

Art. 17 Right to erasure (‘right to be forgotten’)



Article 2, paragraph 2 Regulation
EU 2018/1807  

«2. In the case of a data set composed of both 
personal and non-personal data, this Regulation 
applies to the non-personal data part of the data 
set. Where personal and non-personal data in a 
data set are inextricably linked, this Regulation 
shall not prejudice the application of Regulation 
(EU) 2016/679.» 



Type of Data

GDPR

Personal data
Non-
personal
data

Mixed data

GDPR

Regulation
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anonymous
anonymized
encrypted

Pseudo anonymous



https://eur-lex.europa.eu/legal-
content/EN/TXT/PDF/?uri=CELEX:52019DC0250&from=EN



Inextricably linked

• «The concept of ‘inextricably linked’ is not 
defined by either of the two Regulations30. 
For practical purposes, it can refer to a 
situation whereby a dataset contains personal 
data as well as non-personal data and 
separating the two would either be impossible 
or considered by the controller to be 
economically inefficient or not technically 
feasible.»

https://eur-lex.europa.eu/legal-
content/EN/TXT/PDF/?uri=CELEX:52019DC0250&from=EN



Not affect the legal knowledge



Vokinger, K., Stekhoven, D., & Krauthammer, M. (2020). Lost 
in Anonymization — A Data Anonymization Reference 
Classification Merging Legal and Technical Considerations. 
Journal of Law, Medicine & Ethics, 48(1), 228-231. 
doi:10.1177/1073110520917025



Frequent policies
adopted by the courts

• initials of the persons/acronym
• random initials substitution
• substitution with neutral fields e.g., 

[witness],[victim], [the man’s 
daughter], [telephone number], 
[victim’s address], etc.

• obscure the data
• summary/abstract

Pseudonymization



Pseudonymization – GDPR 
Article 4

‘pseudonymisation’ means the processing of personal data in such 
a manner that the personal data can no longer be attributed to a 
specific data subject without the use of additional information, 
provided that such additional information is kept separately and is 
subject to technical and organisational measures to ensure that the 
personal data are not attributed to an identified or identifiable 
natural person;

(28) The application of pseudonymisation to personal data can reduce 
the risks to the data subjects concerned and help controllers and 
processors to meet their data-protection obligations. The explicit 
introduction of ‘pseudonymisation’ in this Regulation is not 
intended to preclude any other measures of data protection.



Pseudonymization

• Deterministic pseudonymisation
• Document-randomized pseudonymization
• Fully-randomized pseudonymization
• Cryptography  



WP216- Opinion 05/2014 on Anonymisation
Techniques

• “The opinion elaborates on the 
robustness of each technique based on 
three criteria: 

• (i) is it still possible to single out an 
individual, 

• (ii) is it still possible to link records 
relating to an individual, and 

• (iii) can information be inferred 
concerning an individual?”

• Singling out 
• Linkability
• Inference



Anonymization/Pseudonimization
Techniques

• randomization
– Noise addition
– Permutation
– Differential privacy

• generalization
– Aggregation and K-anonymity
– L-diversity/T-closeness

• pseudonymisation
– Encryption
– Hash
– Token
– Blind Signature



De-Anonymization/Re-Identification

https://www.sciencedirect.com/science/article/pii/S002
2000014000683



Bill C-11 Canada
• de-identify means to modify personal information — or create 

information from personal information — by using technical 
processes to ensure that the information does not identify an 
individual or could not be used in reasonably foreseeable 
circumstances, alone or in combination with other information, to 
identify an individual. (dépersonnaliser)



Prohibition of re-identification

• 75 An organization must not use de-identified 
information alone or in combination with other 
information to identify an individual, except in 
order to conduct testing of the effectiveness of 
security safeguards that the organization has put 
in place to protect the information.

• Fine - $25,000,000 and 5%



Anonymization/Pseudonimization: an 
Accountable Dynamic Process

• Policy: defines clear rules
• Detection: AI techniques could detect personal 

and non-personal data (NER, ML, DL, DNN, part 
of speech, etc.)
-supervised training, accuracy of hypothesis
-hybrid solutions based on symbolic AI and non-symbolic 
AI should be a good approach

• Validation: by human expert
• Explicability: to provide a reasonable explanation
• Anonymization /Pseudonymization: adopt a 

robust technique checked periodically (DPIA)



AI constellation



Google Vision Cloud 
April 6th 2020

https://algorithmwatch.org/en/s
tory/google-vision-racism/

Discrimination



Article 22 Automated individual 
decision-making, including profiling

1. right not to be subject to a decision based solely on 
automated processing

2. right to obtain human intervention on the part of the 
controller

3. right to express his or her point of view and to 
contest the decision

4. right to explanation



From “right to explanation” to 
Explicability



Drafting phase Human-readable

“White box” approach in AI 
using LegalXML standard

Machine-readable

ECLI



Constitutional Court in 
Akoma Ntoso



Conclusions

1. Balancing open access with privacy is 
possible

2. AI for detecting the part of speech to manage 
+ pseudonymization techniques

3. Dynamic process in the light of explicability
and accountability

4. Open LegalXML standards for Open Justice 
and minimization of personal data since in 
the drafting phase of the judgments
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